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Distributed with Global View

Patent pending

Our Approach: Cluster Oriented Scalable Routing

Prior Art & Our Approach
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Cluster Oriented Scalable Routing
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Cluster Leaders

Hierarchical Clusters
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Route Computation
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Based on transmission delays, queuing 
delays, utilizations, ….
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Link 2

Which Link?
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Deep Reinforcement Learning Approach
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Controller 
(Agent)

System
(Environment)

Action

Observation

Reward

Reinforcement Learning

Challenging
Convergence is not universally guaranteed
Needs time to experiment – like a human

Powerful
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Deep Q-Network (DQN)
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Experience Replay & Deep Double Q-Network (DDQN)
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Experience Replay & Deep Double Q-Network (DDQN)

Target Network

Online Network

What’s the best link? 

How good is this link?

Update every ! steps
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Assigned individually
(Distributing load, Delay, Loss, …)

Local Reward            

How to design the reward?
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Assigned individually
(Distributing load, Delay, Loss, …)

Global Reward 

Assigned to all
(End-to-end Delay, …)

Local Reward + !

"

How to design the reward?
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Global reward

Two-layer DNN, 
Huber Loss, 
Batch Size=32, 
Replay Memory =1000

Results

Path Good?
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Experience Learn 

Replay Memory

Explore
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Global reward

Balance the links

(by local reward)
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What’s Next?
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What’s Next?

Link

Reward 

State

Network

Large-Scale Topologies

Group Leader 
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Questions?
Thank you

Paper: Hierarchical Deep Double Q-Routing
https://arxiv.org/pdf/1910.04041.pdf

E-mail: ramy.ali@psu.edu

https://arxiv.org/pdf/1910.04041.pdf
mailto:ramy.ali@psu.edu

